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Abstract 
 

In this article the author performs a philosophical and a 
comparative analysis of the recent phenomenon of Artificial 
Intelligence (AI) in a legal context. It would seem that the Fourth 
Industrial Revolution (embodying AI) will have a much more 
rapid and extensive effect on the law than any of the two prior 
stages of technology breakthrough, with the latter giving rise to 
the printing press and the computer respectively. It will be shown 
that a balanced approach between the varying claims of security 
and privacy, as espoused in a work such as 2084 by Lennox, is 
preferable to a negative fear of the future as, for instance, 
expressed by the science fiction work 1984, by Orwell. In the 
comparative part of the article it is notable that countries 
following an inquisitorial system of procedure and evidence, 
such as continental Europe and Francophone countries (the EU 
and most members of the AU), have taken the initiative as far as 
AI-related legislation is concerned. The present author 
speculates that this might be because of the strict rules for the 
admission of evidence in most Anglophone countries following 
the accusatorial system of procedure and evidence. The latter 
all have, or used to have, the jury system and the system of 
cross-examination of witnesses supporting the opposing party. 
These last-mentioned factors will have to be taken into account 
when legislating for AI in the second group of countries. 
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1  Introduction 

Artificial Intelligence (AI) has burst upon the legal scene much faster than 

any other development in centuries of legal history. The present article 

endeavours to gauge its overall effect on the law, both in terms of quantum 

and of quality. 

On a website entitled "SirBacon.org"1 one finds a reference to an article on 

a fascinating make-believe debate entitled AI Shakespeare and AI Oscar 

Wilde Debate Machine Creativity at Oxford.2 The crux of this debate turns 

on whether a mere machine could create new literature measuring up to the 

high niveau bequeathed to posterity by these two classic authors. The 

contemporary authors of the article simply put their machine to the task of 

creating something of the same literary quality and it came forth with the 

following laudable attempt at its own version of "Shakespeare" protesting: 

Nay, nay I say! This cannot be! 

That machines should e'er surpass our art. 

We are the masters, they the slaves, 

And thus it ever shall be so. 

They learn, tis true, but they learn 

Only what we bid them to learn, no more. 

(quotation not complete) 

Of course, had Shakespeare and Wilde been aware of the recent 

phenomenon of Artificial General Intelligence (AGI) the above 

pronouncement might have been less confident. AGI has been defined as 

"an AGI agent that is comparable or 'smarter' than a human".3 Perhaps 

fortunately, despite this being the departure point of many science fiction 

books and films, we have not yet reached that stage of development. 

When discussing AI and the Law one also has to keep in mind the distinction 

between the legal problems that AI might cause to the Law and the 

undeniable benefits that AI might correspondingly bring to the Law. In the 

 
  Daniel van der Merwe. B-Juris LLB LLD Cert Elec Law. (Retired) Professor, Law 

School, University of South Africa. E-mail: vdmerdp@mweb.co.za or 
danavandermerwe@gmail.com. ORCiD: https://orcid.org/0000-0001-8420-9853. 

1  Based on the (not totally implausible) theory that Sir Francis Bacon actually wrote 
the so-called "Shakespeare" plays. SirBacon.org 2022 https://sirbacon.org/bacon-
forum/index.php?/topic/193-ai-artificial-intelligence-shakespeare-and-francis-
bacon/. 

2  Connock and Stephen 2022 https://singularityhub.com/2022/06/19/ai-shakespeare-
and-ai-oscar-wilde-debate-machine-creativity-at-oxford/. 

3
  Van der Merwe 2023 Obiter 957. As the title of the present article should convey, the 

author is hoping here to provide both a more comparative and philosophical 
approach. 
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work Information and Communications Technology Law4 this distinction is 

entitled as respectively "informatics law" and "legal informatics". As most 

readers will probably have a fairly good idea what the first field is all about, 

it might be useful to cite this work's definition of the second. This is as 

follows: 

In the latter area, a study is made of the ways in which the computer serves 
as an aid in the storage and retrieval of legal information, how it may be used 
to measure the extent and exercise of judicial discretion and how a computer-
related field such as artificial intelligence might be used to help judicial officers 
in the exercise of their discretion.5 

The authors then continue to list some ways in which legal informatics are 

indispensable to a proper administration of the law.6 These include legal 

information retrieval, teaching electronically, litigation support and the use 

of expert systems. Each of these deserve a book or treatise on its own and 

the present article is probably not the proper vehicle to enter into sufficiently 

great detail. 

2  A philosophical (religious?) view of the phenomenon of 

AI 

Many young legal students at Afrikaans-speaking campuses have been 

exposed to the legal philosophy of (mainly Dutch) deep thinkers such as 

Dooyeweerd and Stoker. The present author still has in his personal library 

the two volumes entitled Oorsprong en Rigting7 by Stoker. Although still 

greatly beholden to the philosophy of Jean Calvin, in Volume One the author 

does reference a breakthrough by Francis Bacon as far as the empirical 

method is concerned.8 The latter method has rapidly become and still 

remains the touchstone for most research, especially in the natural sciences 

worldwide. The deep thoughts of Dooyeweerd and Stoker were dished up 

to Afrikaans-speaking law students for many a year in the more digestible 

format of another work entitled Inleiding tot die Regswetenskap.9  

Perhaps because of the more naturalistic worldview of many scientists, the 

idea of an intelligent Creator seems to have fallen by the wayside. During 

the present explosion of interest in the world of AI, very few scientists in the 

latter field seem to have given any thought to a Divine role in the creation 

and maintenance of intelligent life on earth. The present author was 

therefore delighted to find a notable exception. This is constituted by a work 

 
4  Van der Merwe et al Information and Communications Technology Law 1-2. 
5  Van der Merwe et al Information and Communications Technology Law 1-2. It is 

interesting to note the (almost prophetic) use of "artificial intelligence" as one of the 
best ways to illustrate the general concept of "legal informatics"! 

6  Van der Merwe et al Information and Communications Technology Law 2ff. 
7  Origin and Direction (my own translation) (Stoker Oorsprong en Rigting). 
8  Stoker Oorsprong en Rigting 11. 
9  Van der Vyver and Van Zyl Introduction to Jurisprudence. 
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from Lennox entitled 2084: Artificial Intelligence and the Future of 

Humanity.10 That author extensively canvasses almost all philosophical and 

religious questions that have arisen (and are still arising) in connection with 

this new interface between man and machine. 

In Chapter Four of this work, enticingly entitled "Narrow Artificial 

Intelligence: The Future is Bright?", Lennox dismisses the impression "that 

AI is only concerned with speculative and scary ideas whose 

implementation is just around the corner".11 He then enumerates the ways 

in which AI has proven itself to be a useful helpmeet for mankind, for 

instance as digital assistants in the office, in the field of medicine, as the 

"driver" of autonomous vehicles, as language translators, in advertising and 

as intelligent "pattern extractors" in the field of industry.12 

However, In Chapter Five the same author devotes some attention to the 

(often justified) fears that AI might also inspire amongst prospective users. 

In a chapter more cautiously entitled "Narrow AI: Perhaps the Future is not 

so Bright After All?", Lennox discusses the problems that resulting job 

losses might create in the labour market. He feels that many of these fears 

might be overblown - even as some jobs are lost, new ones will be created 

continually: 

Think, for example, of the consequences of the invention of the wheelbarrow, 
the steam engine, or the electric motor and the automobile.13 

Uppermost in the minds of most citizens will probably be the threat to 

individual privacy that governmental (or even commercial) supervision by 

means of AI might bring about. In this regard it is worth noting that Lennox 

has purposively titled his work 2084: Artificial Intelligence and the Future of 

Humanity, no doubt in order to juxtapose this with the classic work entitled 

198414 by Orwell. In the latter work the author introduces the doomsday 

scenario of an ever-present government, always spying on its citizens by 

means of so-called "two-way" television sets. Government then tries to 

change its image to that of a benevolent "Big Brother", always looking to 

enhance the lives of its happy citizens by calming them with propaganda in 

the form of "newspeak"! As a final scary example, Lennox also mentions the 

military use of "autonomous weapons" (as the tragic war between Ukraine 

and Russia so graphically illustrates). 

Chapter Six, entitled "Upgrading Humans", bristles with even scarier 

examples. The present author has never seen this so eloquently expressed 

 
10  Namely Lennox 2084. 
11  Lennox 2084 53. 
12  Lennox 2084 54-60. 
13  Lennox 2084 64. 
14  Orwell 1984. 
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as by CS Lewis in his work The Abolition of Man.15 It is probably worth 

sharing with potential readers the following two paragraphs: 

What we call Man's power over Nature turns out to be a power exercised by 
some men over other men, with Nature as its instrument.16 

And also: 

In every victory, besides being the general who triumphs, he is also the 
prisoner who follows the triumphal car.17 

Lennox then cites the well-known examples of Hitler and Stalin during the 

Second World War. The present author finds it interesting that one might 

also think of the more positive examples set by their counterparts in the 

United Kingdom, especially during the so-called "Battle of Britain". With his 

stirring speeches the then Prime Minister of the United Kingdom during the 

years of the Second World War,18 Winston Churchill, helped to inspire the 

people of the United Kingdom to withstand courageously Hitler's regular 

bombing raids over the English Channel. To add a local note, in Churchill's 

efforts he was ably assisted by the then Prime Minister of South Africa, 

General Jannie Smuts, who also realised the threat posed by a demagogue 

like Hitler. As a respected veteran of both the Anglo-Boer War19 and the 

First World War,20 Smuts realised the danger that an overly successful 

general might pose to the governance of the very country that he had fought 

for. It is interesting, and perhaps reassuring, that both Churchill and Smuts 

failed to gain re-election in their respective countries in the first national 

elections held after the Second World War! 

3  A summation of the philosophical aspects of AI and its 

importance to the Law 

An interesting aspect of AI is the fear it inspires amongst some of us. This 

also leads to earnest seekers after the truth in this regard being regarded 

as "suspicious". To the present author this reaction seems a reminder of the 

truth of the old saying: "The pioneers are the guys with the arrows in their 

backs!" A more accurate truth might lie in the even older saying of "Cogito 

ergo sum!"21 

 
15  Lewis Abolition of Man. 
16  Lewis Abolition of Man 55 (quoted by Lennox). 
17  Lewis Abolition of Man 58 (quoted by Lennox). 
18  1939 to 1945. 
19  1899 to 1902, when fighting for the Boers against the British. 
20  1914 to 1918, when fighting for Britain and its allies (including South Africa) against 

Germany and its allies. 
21  "I think, therefore I am" from Descartes in his 1637 work Discourse on Method. We 

are now confronted with disembodied "thinkers" and will simply have to design new 
rules to deal with this phenomenon. 
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In the past there have been examples of new (mostly mechanical) 

"inventions" reshaping the law in this regard. Thus the invention of the 

printing press and movable typesetting has given us the wonderful world of 

Copyright.22 Before machines could spew out thousands of copies in a brief 

interval of time, monks had to copy out ancient documents on lengthy 

parchments or scrolls of leather. They used goose-feather quills and home-

made inks and a reasonable length of manuscript23 could consume half the 

lifetime of the poor priest carrying out this manual labour. The invention and 

broad use of the computer has reshaped the law no less dramatically, but 

in a much shorter period of development. 

One might safely say that AI also has to potential to reshape the law, except 

that it is likely to be a much more rapid as well as a more radical change, 

leading one to wonder whether certain fields of law will even be able to 

survive such change! An interesting perspective in this regard has been 

published in a work entitled Research Handbook on the Law of Artificial 

Intelligence.24 In an introductory chapter, Barfield calls AI "the most 

disruptive and transformative technology of the early twenty-first Century".25 

In addition he opines that its "abilities to learn and operate autonomously 

from humans" is going to raise "a host of challenges to established areas of 

law".26 

As long as we used robots or robotic appliances only performing their 

functions in a series of steps, pre-determined by the programmer, it is 

obvious that the latter (or his or her employer) is the proper person to be 

held liable. But what if an AI programme was written not by a human, but by 

an algorithm? Barfield points out that the "foreseeability"-test, which has 

been "a key ingredient in negligence",27 would now no longer be applicable. 

Surely such a monumental shift in the foundations upon which our legal 

systems have developed over many centuries should bring about a major 

rethink about liability? Barfield seems convinced of this development and 

expresses the hope that his chapter and the book would "represent the 

beginning discussion of an emerging legal doctrine which will form the 

framework for a law of artificial intelligence".28 As the new carrier of legal 

rights and obligations, he foresees an "artificially intelligent avatar"!29 

 
22  See Van der Merwe 1998 SALJ 180-201; Van der Merwe 1999 International Review 

of Law, Computers and Technology 303-315; Pistorius 2006 PELJ 1-27. 
23  An English word of which the direct Latin translation would be "written by hand"! 
24  Barfield and Pagallo Research Handbook on the Law of Artificial Intelligence. 
25  Barfield "Towards a Law of Artificial Intelligence" 2. 
26  Barfield "Towards a Law of Artificial Intelligence" 2. 
27  Barfield "Towards a Law of Artificial Intelligence" 4. 
28  Barfield "Towards a Law of Artificial Intelligence" 8. 
29  Barfield "Towards a Law of Artificial Intelligence" 12. 
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To return to the main theme of this section of my article, will such an avatar 

have sufficient moral insight to be able to make ethically correct judgments? 

The short answer to this sounds like an over-simplification: "If we train it to 

do so." It is interesting to note that not only religious believers are of this 

opinion. The "leading German atheist intellectual" Jürgen Habermas also 

believes that this is a necessary adjunct to any moral development:30 

Universal egalitarianism, from which sprang the ideals of freedom and a 
collective life in solidarity, the autonomous conduct of life and emancipation, 
the individual morality of conscience, human rights and democracy, is the 
direct legacy of the Judaic ethic of Justice and the Christian ethic of love. This 
legacy, substantially unchanged, has been the object of continual critical 
appropriation and reinterpretation. To this day, there is no alternative to it. And 
in light of the current challenges of a post-national constellation, we continue 
to draw on this heritage. Everything else is just idle postmodern talk. 

To my mind the religious thinker Lennox brings a measured, objective 

answer to many AI-driven fears,31 which he ends as follows: 

(M)y commitment to the biblical world view, far from turning me into a Luddite 
vis-à-vis technology, makes me deeply thankful to God for developments that 
bring hope to people in this damaged world who would otherwise have none. 

The present author feels this to be an accurate summation of this 

philosophical section. 

In part B of this paper it will be shown how data controls such those provided 

by EDGAR and XBRL guarantee reliability to the data that need to be used 

in the context of financial reporting and regulatory compliance. 

4  A comparative perspective - AI in the broader African 

context 

The African continent has not always been one of the easiest to evaluate in 

a AI context. From a phrase credited to Pliny the Elder32 arose the Latin 

maxim of Ex Africa semper aliquid novi.33 Even though Pliny apparently 

meant this to apply to Africa only as a traditional source of hybrid animals, 

the phrase has since gained wider application. Traditionally it was probably 

meant as a compliment regarding the resourcefulness of its inhabitants, but 

it might now also be seen as a pessimistic evaluation of the integrity of some 

of them. Thus Nigeria has gained a negative reputation world-wide because 

of its so-called "419-scam".34 

 
30  As cited (and categorised) by Lennox 2084 142. 
31  Lennox 2084 144-146. 
32  AD 23-79. 
33  "From Africa there is always something new". 
34  The number "419" is the relevant section of the Nigerian Criminal Code dealing with 

this type of fraud. 
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With specific reference to the law as it relates to AI in Africa, a very useful 

overview has been provided in an online presentation by Brand entitled 

Artificial Intelligence and the Law: An African Perspective.35 He emphasises 

that AI is a tool for socio-economic development, surely something of the 

greatest importance for Africa. He also mentions the use of AI-empowered 

drones to deliver medicine to remote areas in Rwanda, Malawi and 

Tanzania. In the field of agriculture AI can be useful in predicting crop yield 

as well as in testing soil quality and establishing irrigation - all of these in 

South Africa. 

In a slide entitled "Ethical AI" he discusses the 2018 "Universal Guidelines 

for AI". These should emphasise the right to transparency as well as the 

right to human determination. In addition, the guidelines should impose 

obligations for fairness, accuracy and reliability, all factors leading to validity, 

and also an obligation to perform proper assessment and to assume full 

accountability. Against these Guidelines, Brand juxtaposes the OECD36 AI 

principles of inclusive growth, human-centred values and fairness, 

transparency, explicability and security, as well as safety and accountability. 

From all of the above Brand distils six "Principles for ethical and trustworthy 

AI". These are "Human agency and oversight", "Technical robustness and 

safety", "Privacy and data governance", "Transparency", "Diversity, non-

discrimination and fairness", and "Social and environmental well-being" 

(with the European Union AI Act being cited as an example).37 

It is interesting to note that there is a fair amount of overlap between the 

Universal Guidelines, the OECD-principles and the principles put forward 

by Brand. As a lawyer specialising in Criminal Law and Evidence, however, 

the present author would have liked to see some more principles linked 

specifically to these particular branches of the law. The groundwork in this 

regard has been done already by means of a Bucharest Declaration,38 the 

detail of which will be discussed under paragraph 6 below. It would appear 

as if this aspect has not yet been adopted in the formal sense. 

Under the heading, "AI policy developments in Africa" Brand then analyses 

policy principles and historical developments in several such systems, 

specifically pertaining to Africa. He states that Mauritius, for instance, 

progressed to "Regulation on robotic and AI based services" in 2020. Kenya 

 
35  Brand 2024 https://law.mpg.de/event/artificial-intelligence-and-the-law-an-african-

perspective/. 
36  Organisation for Economic Co-operation and Development. It has developed 

specialised groups such as OECD.AI, the OECD Framework for the Classification of 
AI Systems, the OECD.AI Network of Experts, the OECD.AI Catalogue of Tools and 
Metrics for Trustworthy AI and the OECD AI Incidents Monitor. 

37  Probably with regard to all six principles. 
38  EU Treaty on Cybercrime (ETS No 185) opened at Budapest for signature by EU 

member states from 23 November 2001. 
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has a 2023 "Proposal for a Robotics and AI Society Bill". It is interesting to 

note that the small but progressive country of Rwanda seems determined 

to position itself as "Africa's AI Lab and Responsible AI Champion". It hopes 

to do so by involving both the private and public sectors and by promoting 

AI literacy and ethical AI guidelines. It is also of interest to note that Egypt 

adopted a "Charter for Responsible AI" in February 2023 and that this was 

"built on OECD AI principles and UNESCO39 Recommendations on AI 

Ethics." The African Union (AU) started an African Working Group on AI in 

2021, which group delivered an "AU Data Policy Framework" which was 

adopted in 2022 and brought an "AU draft Continental AI Strategy" before 

the AU Summit of February 2024.40 

Finally the attention of readers should also be drawn to a draft document 

from South Africa's Department of Communications and Digital 

Technologies (DCDT) and the Artificial Intelligence Institute of South Africa 

(AIISA).41 This document is entitled South Africa's Artificial Intelligence (AI) 

Planning. It introduces certain key themes such as the following: 

• a national AI-strategy in order to advance economic growth; 

• the development and implementation of the required regulatory 

approach; 

• the adopted legal framework or national AI-policy should include 

guiding ethical principles; 

• the investment in initiatives to enhance AI-literacy through education 

and training, the support of local AI-solution development and the 

improvement of better e-government services by means of AI. 

Upon first reading, the document gives the impression of having been 

prepared in haste and of not having been properly subjected to proper 

proofreading. Unfortunately, this criticism is not limited to form and style but 

also to its contents. This is borne out by a contribution to Businesstech on 

the Internet entitled South Africa’s Proposed AI Plan Needs a Rework: 

Experts.42 According to attorneys P Bhagattjee and S Stevens from the firm 

 
39  United Nations Educational Scientific and Cultural Organisation. Besides this, the 

United Nations itself has recently unveiled a "Zero Draft Global Digital Compact". 
This serves as a foundational framework for international cooperation and 
governance on AI and other aspects of the digital realm. 

40  Readers generally interested in the extra-continental scene are referred to 
paragraph 5 below, where the role of multi-national bodies is further explored, with 
lots of acronyms thrown in as a special treat! 

41  See Mashishi 2023 https://www.dcdt.gov.za/images/phocadownload/ 
AI_Government_Summit/National_AI_Government_Summit_Discussion_Documen
t.pdf. Mention is also made of the establishment of a Centre for Artificial Intelligence 
Research (CAIR) by the Department of Science and Innovation (DSI). 

42  See Thorne 2024 https://businesstech.co.za/news/government/768147/south-
africas-proposed-ai-plan-needs-a-rework-experts/. 
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of Werksmans, the document gives the impression of simply being "a rough 

draft": 

it is repetitive, has conflicting provisions and is not sufficiently advanced, 
specific or practical in clarifying and setting a clear policy approach and 
informed plan to offer meaningful guidance on the way forward.43 

This view is supported by L Pierce at PPM Attorneys, who calls the draft 

document "convoluted, [and] complicated" and also says that it "lacks clear 

deliverables and fails to allocate responsibility for their delivery". He also 

criticises the draft for introducing "unrealistic" timelines for the 

implementation of AI regulation and the accompanying infrastructure 

projects. His conclusion comes down to "back to the drawing board": 

My view is that, rather than stakeholders commenting on this highly flawed 
Draft AI Plan, it should be completely reworked and released when it is in a 
more practical and improved form.44 

In order to call upon some AI guidance on this subject, the present author 

presented "Claude"45 with the following question: 

I have found that the CIPC (Commission on Intellectual Property and 
Companies) regularly update regularly update XBRL for South Africa. Is there 
a link between AI and XBRL? 

I have found the answer quite stimulating and in tune with some of my own 

thoughts on the subject. Claude opines that "the structured nature of XBRL 

data makes it particularly well-suited for AI applications". He (it?) then 

promptly provides a number of fields where this is possible. These are "Data 

Analysis and Insights", "Automated Reporting", "Regulatory Compliance" 

(especially encouraging for a lawyer!), "Enhanced Data Quality", "Intelligent 

Search and Retrieval", "Predictive Analytics", "Natural Language 

Generation", "Continuous Auditing", "Taxonomy Development" and "Cross-

lingual Financial Analysis". On each of these Claude gives practical, legal 

illustrations that, to the present author at least, provide some fascinating 

insights into future co-operation between these two systems. 

5  AI in the European Union (EU) 

Thus far the EU has proven to contain the most fertile soil for the growth of 

AI legislative innovation. This includes the all-absorbing function of agreeing 

upon and adopting legislation that is of general application to all EU member 

 
43  Thorne 2024 https://businesstech.co.za/news/government/768147/south-africas-

proposed-ai-plan-needs-a-rework-experts/. 
44  Thorne 2024 https://businesstech.co.za/news/government/768147/south-africas-

proposed-ai-plan-needs-a-rework-experts/. 
45  An Artificial Intelligence system that the present author has found to be surprisingly 

objective and quite knowledgeable on almost any field. 
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states. Recently such legislation has seen the light in the shape of the 

European Union Artificial Intelligence Act.46 

A concise introduction to this Act may be found in a brief web-site article 

entitled The European Union's Artificial Intelligence (AI) Act in a Nutshell.47 

Here Brand enumerates the following key characteristics of this legislation 

(then still in a preliminary state): 

• ethical principles form an important foundation; 

• protection of human rights is paramount; 

• a risk-based approach is followed in regulating AI systems. 

On the same website the author also mentions that a system of "guardrails" 

is to be followed when using "high-risk AI-stems and foundational models". 

For example, using biometric identification systems for categorising natural 

persons according to sensitive characteristics is forbidden. Here one would 

immediately think of sensitive racial features which might lead to 

discrimination.48 

Brand then quotes the definition of AI contained in this Act: 

a machine-based system that is designed to operate with varying levels of 
autonomy and that can, for explicit or implicit objectives, generate outputs 
such as predictions, recommendations, or decisions that influence physical or 
virtual environments.49 

He also cites some ethical principles to be followed by AI systems, namely: 

• human agency and oversight; 

• technical robustness and safety; 

• privacy and data governance; 

• transparency; 

• diversity, non-discrimination and fairness; and 

• social and environmental well-being. 

The author then ends off with a warning of special measures to be adopted 

when so-called "high-risk AI systems" are used. These will be discussed at 

the hand of another article cited in the next few paragraphs. He also issues 

 
46  After first publication on 21 April 2021 and following upon many discussions and 

"trilogues" the final provisional agreement was published on 26 January 2024 and a 
Final Provisional Text was passed by the EU Parliament on 13 March 2024. See EU 
2024 https://artificialintelligenceact.eu/the-act/ (the EU AI Act). 

47  See Brand 2023 https://www.swart.law/post.aspx?id=107. 
48  Interestingly enough, while such characteristics might lead to negative results in 

countries such as the United States of America, in South Africa policies such as 
"affirmative action" and "employment equity" lead to favourable results for persons, 
such as Blacks, previously discriminated against. 

49  Brand 2023 https://www.swart.law/post.aspx?id=107. 
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a timely warning that it is still an open question as to how adaptable the new 

AI Act will be in dealing with the slew of brand-new technological 

developments. 

An illuminating discussion of the impact of the Act on fundamental human 

rights as it now reads and in its further phases of development may also be 

found in another article entitled Fundamental Rights Impact Assessments 

under the EU AI Act: Who, What and How?50 

The authors expose us to a fascinating new set of acronyms such as a 

"FRIA" (a Fundamental Rights Impact Assessment). Performing this 

assessment is a statutory duty that will be imposed on "certain deployers 

and providers of high-risk AI systems" in terms of Articles 6(2) and 29a as 

well Annexure III of the Final Provisional Text. The authors warn that: 

conducting FRIAs will be a challenge and not all deployers of high-risk AI 
systems will be equipped to fully assess the risks of the high-risk AI system 
deployed.51 

They also warn that it is not yet clear which fundamental rights might be 

affected by a FRIA. The language spoken by "techies" installing and 

deploying the high-risk systems unfortunately does not (yet) speak the 

language of lawyers holding forth on a system of fundamental rights that 

need dedicated legal protection. Article 29a.1 includes a list of details that 

FRIAs should contain. These include descriptions of the deployer's 

processes, the period and frequency in which these AI systems will be used, 

the categories of persons/groups likely to be affected, the specific risks 

involved and the implementation of "human oversight measures", as well as 

the necessary remedial measures should any of these risks materialise. It 

is also of interest to note that the Final Provisional Text states that if 

obligations in terms of the FRIAs have already been met through prior data 

protection impact assessments (DPIA), "the FRIA shall be conducted in 

conjunction with the DPIA".52 

Moving away from all the acronyms, some attention needs to be devoted to 

reviewing the all-important Fundamental Rights Charter. This consists of six 

chapters dealing with the fundamental rights on dignity, freedoms, equality, 

solidarity, citizen's rights and justice. In this regard the authors warn as 

follows: 

 
50  Waem, Dauzier and Demircan 2024 https://www.technologyslegaledge.com/2024/ 

03/fundamental-rights-impact-assessments-under-the-eu-ai-act-who-what-and-
how/. 

51  Waem, Dauzier and Demircan 2024 https://www.technologyslegaledge.com/2024/ 
03/fundamental-rights-impact-assessments-under-the-eu-ai-act-who-what-and-
how/. 

52  Article 29a.4 of the EU AI Act. 
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Taking into account the fact that there is extensive case-law from the Court of 
Justice of the EU and the European Court of Human Rights with regard to 
each of these rights, it requires an in-depth knowledge to assess the impact 
of high-risk AI systems on these rights.53 

After pointing out some practical problems that the marriage between the 

two systems might entail, the authors are sceptical as to whether "deployers 

will be capable of 'selecting' the relevant fundamental rights". They 

emphasise the need for perspicacious governance as well as the need to 

make full use of existing best practices. An analysis of similar systems 

world-wide shows that Canada's "Algorithmic Impact Assessment tool", the 

EU-oriented ALIGNER and the Dutch "Fundamental Rights and Algorithms 

Impact Assessment Template (FRAIA)" all show promise in this regard. 

An interesting question that might arise once again is whether the criminal 

law aspects of AI in the EU have been addressed sufficiently. A document 

that shows some promise in this regard is the Report on Artificial Intelligence 

in Criminal Law and Its Use by the Police and Judicial Authorities in Criminal 

Matters.54 After innumerable "whereases" the document finally cuts to the 

practical implications that its adoption should strive to accomplish.55 

The report also restates the importance of the right to a fair trial "throughout 

the entirety of criminal proceedings, including in law enforcement". This 

means that the rights of the defence such as those to an "independent 

court", to "equality before the law" and to the "presumption of innocence" 

should be upheld and emphasised at all times. This would be the case 

particularly when AI is being used. Specific attention should be paid to the 

protection of personal data and to the fact that AI and its related 

technologies, despite their "self-learning abilities", still require some human 

intervention. Vigilance is to be exercised not to transgress upon intellectual 

property rights. 

Some positives are finally recognised in the use of AI in criminal law, 

including its use in creating statistical databases as far as criminal behaviour 

is concerned. However, these databases should be "anonymised" to protect 

data and personal privacy. The protection of fundamental rights and 

freedoms should be paramount throughout the whole process of 

investigation. This can be ensured only by the "human-in-command" 

principle and (human) verification of "AI-produced or AI-assisted" outputs. 

 
53  Waem, Dauzier and Demircan 2024 https://www.technologyslegaledge.com/ 

2024/03/fundamental-rights-impact-assessments-under-the-eu-ai-act-who-what-
and-how/. 

54  Vitanov 2021 https://www.europarl.europa.eu/doceo/document/A-9-2021-0232_EN. 
html. 

55  Vitanov 2021 https://www.europarl.europa.eu/doceo/document/A-9-2021-0232_EN. 
html 25ff. 
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Cautionary rules should also be applied before accepting "biometric 

recognition software". 

Whereas one would like to see some of these principles embodied in any 

system of criminal law, evidence and procedure, they have obviously been 

developed against a background of a continent mainly making use of the 

inquisitorial system of the investigation and trial of a potential criminal. One 

cannot but wonder how these principles would translate in countries such 

as the United Kingdom and the USA, where an accusatorial (jury-based) 

system of criminal procedure is followed. For historical reasons South Africa 

would also fall in the latter group. These matters will be discussed under the 

following heading. 

6  AI in countries making use of the accusatorial system of 

criminal procedure 

In the so-called "common-law countries"56 typified by their use57 of the jury 

system the exclusionary rule in their rules of evidence endeavours to 

preserve the impartiality of presiding officers by not allowing the admission 

of incriminating evidence unfairly obtained. Every witness is to be subjected 

to cross-examination by the legal counsel of the opposing party or by that 

party him/herself if not so represented. In practice, the calling of an "expert 

witness" by one of the parties is often offset by calling another "expert" who 

testifies to exactly the opposite state of affairs! Instead of being a fellow 

searcher for the truth, the presiding officer now almost fulfils the function of 

being a "referee" in keeping the battle in the court arena within the bounds 

of "fair play". 

Although less dramatic, the situation in civil cases in these countries is 

comparable as far as procedure and evidence is concerned. The goalposts 

have now shifted significantly in that only proof "on a preponderance of 

probabilities" is needed, as against the proof "beyond reasonable doubt" 

required in criminal cases.58 

To a jurist equipped to deal with scenarios of this type, the well-intentioned 

but vague prescriptions of the EU-proposals are not sufficiently detailed.59 

In any event, how would one cross-examine an expert system on its 

findings? Should one rather question the relevant programmer? What if this 

 
56  For instance, the USA and the UK. 
57  Sometimes former use, as in South Africa. Nonetheless, this country has retained 

the attendant rules on the presentation of evidence as well as on cross-examination. 
58  For greater detail as to the incidence and quantum of proof in criminal and civil cases, 

the reader is referred to "Chapter 3 - The Onus of Proof" in Zeffertt, Paizes and 
Skeen South African Law of Evidence. 

59  This criticism also applies to international instruments such as those formulated by 
the AU, the United Nations and other multi-national organisations - see under the 
next heading as well as footnotes 16-19 above. 
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was also a script-writing robot? Perhaps one should rather go where the 

money really is, and address the company making use of these instruments. 

Both the UK and the USA have not shown themselves to be in any particular 

hurry to adopt comprehensive AI-related legislation. In the United States 

President Biden issued an Executive Order on Safe, Secure and 

Trustworthy Artificial Intelligence on the 30th of October 2023. Its stated 

composite goal should be that it: 

establishes new standards for AI safety and security, protects Americans' 
privacy, advances equity and civil rights, stands up for consumers and 
workers, promotes innovations and competition, advances American 
leadership around the world, and more.60 

Seemingly ominous is that the US government appears to see itself as an 

all-powerful "net nanny" in this regard. Developers of powerful AI systems 

have to "share their safety test results and other critical information with the 

U.S. government" in terms of their Defense Production Act. The 

Departments of Energy and Homeland Security will assess AI system 

threats to critical infrastructure and "chemical, biological, radiological, 

nuclear and cybersecurity risks".61 Perhaps more reassuring is the fact that 

the Department of Commerce will develop tools to enable citizens to know 

whether communications they receive are really from their government. 

Content authentication and watermarking will be employed in this regard. 

Also commendable are the actions recommended to preserve the privacy 

of citizens, including the publication of a "Blueprint for an AI Bill of Rights". 

This should help to prevent discrimination62 and civil rights violations by all 

persons (even the government itself) standing in a supervisory capacity over 

less-privileged fellow citizens. Again one can only hope that the courts will 

be able to find a balance between the rights arrogated to itself by the US 

government and the constitutional rights of its citizens in this regard. The 

latter should include those relating to labour and the workplace. An 

interesting counterpart to this is the facilitation of "the rapid hiring of AI 

professionals as part of a government-wide AI talent surge". In order to 

achieve all these goals (not all having been mentioned), the US Government 

will strive to bring about a "strong international framework to govern the 

development and use of AI". In this regard about twenty countries are 

mentioned in a published list.63 

 
60  White House 2023 https://www.whitehouse.gov/briefing-room/statements-

releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-
secure-and-trustworthy-artificial-intelligence/. 

61  Directly quoted from White House 2023 https://www.whitehouse.gov/briefing-
room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-executive-
order-on-safe-secure-and-trustworthy-artificial-intelligence/. 

62  Probably on account of race. 
63  White House 2023 https://www.whitehouse.gov/briefing-room/statements-

releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-
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The UK has also been careful in adopting general AI-related legislation. In 

an article entitled UK Rules Out New AI Regulator64 the author mentions 

that the UK government has rather "set out plans to regulate artificial 

intelligence with new guidelines as to 'responsible use'". 

A white paper from their Department of Science, Innovation and Technology 

has proposed some rules for the use of these new technologies.65 This 

paper outlines five principles for regulators to consider in order to enable 

the safe yet innovative use of AI in those specific industries. The principles 

turn on "Safety, security and robustness", "Transparency and 

explainability", "Fairness, accountability and governance" and 

"Contestability and redress". 

This approach has proudly been described as "a light touch" by the UK 

Government and some commentators, but has equally had its detractors.66 

This does seem obvious when comparing the UK-approach to that followed 

by the EU, as set out under the previous heading. The UK-approach has 

also been described, less kindly, as "Rishi Sunak's can-kicking" in an article 

entitled Rishi Sunal Dithers on AI as the US and EU Forge Ahead.67 The 

article quotes the UK government as saying that it would engage upon new 

legislation only if the leading commercial players did not ensure that AI-

technology "could be developed and used safely". A strong counter-

argument to the advocates of statutory regulation might be that AI 

constitutes a brand-new field of technology and that its full implications for 

the law have not yet been conceptualised. A more open-ended approach 

might leave more room for judge-made law, or at least for better informed 

legislation. 

Slightly disappointed with the above results, the present author again 

decided to ask the AI programme "Claude" for some thoughts on the 

subject: 

For most of my life I have been teaching the Law of Evidence and I was 
wondering if any of these latest developments would be helpful in this regard? 

Once again I was surprised at the quality of knowledge instantaneously 

provided by this AI system! Claude was of the opinion that "the intersection 

of XBRL, AI and the Law of Evidence could have significant implications". 

 
secure-and-trustworthy-artificial-intelligence/. It is perhaps disconcerting to note that 
Nigeria is included in this list, but that South Africa seems not to have made the 
grade. 

64  MacCallum 2023 https://www.bbc.com/news/technology-65102210.amp. 
65  BCS 2022 https://www.bcs.org/articles-opinion-and-research/light-touch-approach-

to-ai-regulation-welcomed-by-it-industry-body/, 
66  See Grayling 2023 https://grayling.com/news-and-views/balancing-innovation-and-

responsibility-examining-the-uks-light-touch-approach-to-ai-regulation/. 
67  See Manancourt 2024 https://www.politico.eu/article/rishi-sunak-ai-us-eu-forge-

britian-london-chatgpt/. 
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The main headings to the aspects that he mentioned were "Digital Evidence 

Authentication", "Pattern Recognition in Financial Crimes", "Expert Systems 

for Financial Analysis", a "Chain of Custody for Digital Financial Records", 

"Automated Compliance Checking", "Enhanced Discovery Process", 

"Demonstrative Evidence", "Cross-Border Evidence Gathering", "Predictive 

Analytics in Civil Litigation" and "Blockchain Integration". With regard to the 

latter new phenomenon Claude was of the following opinion: 

Combining XBRL with blockchain technology could provide immutable 
records of financial transactions, potentially changing how financial evidence 
is verified and presented in court. 

The system also warned of some legal questions that might arise in this 

regard. These relate to evaluating the reliability of AI-generated analysis of 

XBRL data, the standards to be applied in admitting AI-processed financial 

evidence, and how these technologies might impact upon cross-

examination. 

7  AI and international instruments 

The UN General Assembly has recently adopted a resolution on AI.68 Firstly, 

the UN recognised AI as an aid to reaching the "17 Sustainable 

Development Goals" in this regard. As is often the case with such 

instruments, these goals, noble in themselves, do not describe how cash-

strapped governments are best to achieve these lofty ideals. 

The goals are as follows: "No poverty, Zero hunger, Good health and well-

being, Quality Education, Gender equality, Clean water and sanitation, 

Affordable and clean energy, Decent work and economic growth, Industry, 

innovation and infrastructure, and Reduced inequalities".69 

However, simply presenting such almost impossible goals to a country such 

as present-day South Africa will not bring much practical relief. Escom is 

still trying to protect the country from regular70 load-shedding periods of two 

or even four hours at a time. Those who are financially better off have 

started to invest in privately funded solar panels on their rooftops or 

electronic inverters inside their homes. The unemployment rate in this 

country has risen to over 40%. Nigeria has been selected to represent Africa 

in the international AI-implementation initiative. "Sustainable cities" have 

grown rare because of political interference and such noble goals as 

"climate action", "Life below water" and "Life on land" have all been placed 

 
68  Jarovsky 2024 https://www.linkedin.com/pulse/un-adopts-first-global-resolution-ai-

luiza-jarovsky-8mzrc. 
69  Jarovsky 2024 https://www.linkedin.com/pulse/un-adopts-first-global-resolution-ai-

luiza-jarovsky-8mzrc. 
70  Sometimes unexpected and therefore not so regular and also lasting much longer 

than the usual two or four hours. 
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at risk because of the present government's emphasis on coal-fired power 

stations. "Peace, justice and strong institutions" have all been marred by a 

number of senior incumbents (such as judges) having to be removed 

because of their corrupt activities or connections. 

On the international front the present author finds it heartening that 

UNESCO finally adopted a Recommendation on the Ethics of Artificial 

Intelligence in 2024.71 This document is valuable in that it realises that many 

of its member states are not quite ready to cope with AI, and therefore aims 

to develop a methodology by means of which such states may carry out an 

ethical impact assessment (EIA) to assess their readiness in this regard. 

To turn to some other international organisations and their views on AI, in 

this regard a helpful academic article titled "Towards Drafting Artificial 

Intelligence (AI) Legislation in South Africa" has recently been published.72 

The authors are well aware of the risks that AI entails and refer to the: 

plethora of ethical risks and dilemma's and multiple scandal such as the 
infringement of laws and rights, as well as racial and gender discrimination.73 

The last-mentioned factor is a very real risk with machines "trained" on only 

one racial grouping. This will be further discussed below.74 

As far as international bodies are concerned, the authors cited then embark 

on a very useful discussion of the recommendations by the OECD and the 

recommendation by its Ministerial Council on 22 May 2019. These are to: 

encourage trust and innovation in AI by encouraging the responsible 
stewardship of trustworthy AI, while safeguarding human rights and 
democratic values as well as existing OECD standards such as privacy, risk 
management, and responsible business conduct.75 

In doing so Snail and Morige cite the following five "core value-based 

principles" that should be striven for, namely "Accountability", 

"Transparency and explainability", "Robustness, security and safety", 

"Human-centred values and fairness" and "Inclusive growth, sustainable 

development and well-being". In order for these noble goals to be fulfilled, 

the OECD also recommends that governments should concentrate on 

"building human capacity and preparing for labour market transformation", 

should "shape an enabling policy environment for AI", should "foster a digital 

ecosystem for AI," should also "enhance international cooperation for 

trustworthy AI" and should invest in "AI research and development".76 

 
71  UNESCO 2022 https://unesdoc.unesco.org/ark:/48223/pf0000381137. 
72  Snail and Morige 2024 Obiter 161-179. 
73  Snail and Morige 2024 Obiter 162. 
74  See section 8 "Conclusion" below. 
75  As quoted in Snail and Morige 2024 Obiter 164. 
76  Snail and Morige 2024 Obiter 164-165. 
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Hopefully, without becoming over-easily defined as a pessimist or a cynic, 

the present author doubts whether all these fine-sounding goals are 

practically achievable without much more detailed planning, greater self-

sacrifice in order to achieve a more general well-being, and the required 

political insight and will. South Africa's present experience of corruption and 

many other crimes, often perpetrated by senior political figures, would seem 

to indicate that these ideals are not a first priority here. Even though terms 

such as "security", "safety" and "trustworthy" are easily used, these noble 

goals might prove to be elusive in our generally crime-ridden world. Even 

before the arrival of AI computer crime was a "growth industry" difficult to 

contain, and addressing this phenomenon needs careful planning. Not to 

close the argument on this aspect on too negative a note, AI might also 

prove to be a useful "policeman" helping to curb this pernicious practice. 

Also there is some hope for flexibility in upcoming developments, as the 

following paragraph will hope to illustrate. 

In this regard Snail and Morige also mention the G7 Hiroshima Summit, 

which was held "to promote safe, secure, and trustworthy AI globally". 

According to the summit a set of guiding principles is to be developed with 

the goal of assisting "the uptake of the benefits of these new technologies 

as (to) address the risks and challenges they bring".77 What the present 

author finds refreshing in the Hiroshima Process-approach is the fact that it 

does not seem to be set in stone. Instead it is seen as providing a "list of 

guiding principles" leading to a "living document to build on the existing 

OECD AI principle, considering recent developments in advanced AI 

systems".78 In addition Snail and Morige opine that 

The Hiroshima Process suggests that different jurisdictions may take their own 
approach in implementing these guiding principles. While governments 
develop more detailed governance and regulatory approaches, it is important 
for organisations to follow these actions in consultation with other relevant 
stakeholders.79 

8  Conclusion 

Some useful information has hopefully been imparted and some warning 

signs highlighted in all of the foregoing. AI appears to the present author to 

bear a close analogy to dangerous but necessary, developments such as 

firearms, the motorcar (and motorcycle!), railways, nuclear power-stations 

and the like. Mankind cannot retrace its steps and "uninvent" or "forbid" 

these developments. However, it should let these loose upon an 

unsuspecting public only once a proper balance between the (often 

competing) claims of privacy and security have been legislated for. 

 
77  Snail and Morige 2024 Obiter 175. 
78  Snail and Morige 2024 Obiter 175. 
79  Snail and Morige 2024 Obiter 175. 
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The present author finds that academic (as well as lay) opinion is sharply 

divided as to the merits (or the dangers) of artificial intelligence. This 

dichotomy also extends to the legal world, a field that is supposed to provide 

protection and guidance to its many subjects. In order to help answer the 

question set in the introduction to this article as to the law's protective role 

in this regard, the present article has endeavoured to provide a 

philosophical as well as a comparative perspective. As has been stated 

above, one could tender both a short and a slightly longer but more 

motivated answer to the question posed. The short answer is simply "If we 

train it to do so". The slightly longer and more motivated answer is: 

if data controls such as those provided by EDGAR and XBRL guarantee 
reliability to the data that needs to be used in the context of financial reports 
and regulatory compliance. 

In other words, and to continue the metaphor used in the opening paragraph 

of this section, if one feeds diesel into a petrol-powered car or motorcycle, 

the outcome will be disastrous. On the other hand, if one can obtain a higher 

octane petroleum with its refinement and quality well controlled and feed 

that into a high-performance petrol-powered machine the results will 

probably be quite gratifying. 

In addition to finding the above balance, the legal field is faced with a 

particular conundrum in comparative law. As mentioned above, many 

countries (for instance, those in continental Europe) have an inquisitorial 

system of court procedure where the judge forms part of the team trying to 

get at the whole truth of the matter and where almost all evidence is 

admissible. By contrast, other countries such as the USA, the UK and even 

South Africa (as a former British colony), have inherited an accusatorial 

system of court procedure. The latter system has developed a compendious 

system of (mostly) judge-made law governing the admissibility of evidence 

and, once it is admitted, the degree of evidential weight that should be 

attached to such evidence. For this reason an AI legal system developed 

for continental Europe or for Francophone Africa would not necessarily be 

practical for the USA, the UK and most former members of the world-wide 

British empire, including those in Africa. This presents a problem for a truly 

international phenomenon such as AI. 

Another danger that South African courts have already had an unfortunate 

experience with was the AI-programme ChatGPT's "inventing" some bogus 

cases in order to strengthen its master's argument in court.80 

 
80  For this case see Van der Merwe 2023 Obiter 939-959 as well as the same case 

cited by Snail and Morige 2024 Obiter as Parker v Forsyth (1585/20) [2023] ZAGPRD 
1 (29 June 2023) paras 85-86. 



D VAN DER MERWE PER / PELJ 2024(27)  21 

A further problem greatly troubling the present author is the fact that very 

few computer security experts have spent a period of time on legal training 

and that not many information technology (IT) lawyers (such as myself) 

have spent much time on the very specialised field of information technology 

itself. Thus we have three entirely separate fields of expertise, with each 

expert required to play an important role in dealing with the explosive arrival 

of AI. One future solution might be to have an experienced magistrate or 

judge preside in a court while being assisted by two assessors, the first 

having advanced IT security training and the second being skilled in the field 

of IT, especially in the sub-domain of AI and all its technical implications. It 

may also be asked to what extent AI itself is likely to take over the role of 

IT-experts and lawyers respectively. In an article entitled Jobs Most Likely 

to Be Affected by AI81 a statistical graph shows that as far as IT is 

concerned, 73% of this field of endeavour is likely to be "automated or 

fundamentally altered" by AI, 26% will result in "tasks not fundamentally 

changed" and only 1% will not be affected! For lawyers82 the percentages 

are slightly more reassuring. Only 46% of tasks will fall into the first category, 

50% into the second and 4% in the third. Nonetheless, this should serve as 

a wake-up call to the entire legal profession as well as to those involved in 

their training. 

Another factor that has not often been canvassed is the tremendous 

expense involved in building the required expert systems for any field of 

human endeavour, including the three mentioned in the previous paragraph. 

Even more worrying, especially for South Africa, is the ever-increasing 

demand for electricity that the increased use of expert systems is likely to 

bring about. With South Africa's Escom barely able to keep the lights on for 

twenty-four hours, the arrival of AI may see this country falling even further 

behind in the global race to properly implement change so as to enter the 

Fourth Industrial Revolution in a proper fashion. South Africa also has a 

unique problem in the need to "re-educate" its AI-systems to ignore any 

possible racial bias in the "training" that has been invested in them. 

The author does not wish to end this article on too negative a note. Upon 

reading the final paragraphs above the reader might be reminded of the 

ancient Chinese saying: "May you not be cursed to live in interesting times"! 

Artificial Intelligence, with all its concomitant advantages, still remains a 

major step ahead for mankind, allied with intelligent machines. Any country 

that refuses these new developments will only land in an international 

backwater and will not be able to provide work for its untrained and unaware 

citizens. Fortunately the youth of South Africa has grown up with computer 

 
81  Kahn 2024 https://www.superhuman.ai/p/ai-gadgets?utm-source=. 
82  Such as I am! 
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and cellular technology and should be able to conceptualise and create 

many labour opportunities as yet unthought of by their older peers. 

In the end, perhaps we should enlist the services of a fully-trained "avatar" 

to aid our human authors, both as far as creation and as far as safeguards 

for our data are concerned. 
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